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Executive Summary
Problem & Context

Children are vulnerable, as they are in a developmental stage and therefore have fewer cognitive
defenses and less awareness than adults. 95% of children have some access to the Internet. The
average screen time of a teenager increased to 9 hours a day. Only 28% of parents feel confident
teaching their child how to behave online. Simultaneously, rates of depression, eating disorders,
and self-harm are increasing among children.

Root Causes & Causal Relationships

Companies use addictive & manipulative design techniques, such as Endless Scrolling, to drive
up viewership. The techniques are successful, as 54% of children find it hard to give up social
media, showing signs of dependence and addiction. Additionally, targeted algorithms have
encouraged invasive data collection, resulting in the collection of an estimated 72 million data
points on kids by the age of 13. The algorithms have shown to cause ‘filter bubbles’ and ‘perfect
storms’ of inappropriate harmful content promoting drug use, eating disorders, and violence.

Status Quo & Implications

Children’s Online Privacy Protection Act (1998), the current federal law is “hopelessly outdated”
and “toothless”, as over 80% of children falsify their age online. Multiple states have proposed
and enacted their own children’s privacy policies, likely creating a patchwork of laws that
companies and individuals operating across state lines will have difficulties complying with.
Inadvertently, causing children in states with less resources to receive inadequate protection.

Recommended Policy & Expected Outcomes:

The Age-Appropriate Design Code (AADC) is a comprehensive policy that ought to be used at
the federal level, requiring online services to: put the interests of children first, minimize data
collection, provide clear privacy policies, conduct a Data Protection Impact Assessment (DPIA),
and set default privacy settings to highest.



Expected Benefits:

1. Increase the range of protection by defining children as consumers under the age of 18
instead of 13, since teenagers show different levels of maturity across that range.

2. Implementation of appropriate security measures that mitigate privacy risks associated
with the processing of personal data, through conducting a DPIA.

3. Promote more responsible design practices through a Children’s Data Protection Working
Group, reducing reliance on addictive and manipulative techniques to make profit.

Expected Costs and Implementation Challenges:

1. Governmental investment required for enforcement, monitoring, and regular assessments
of the policy.

2. Additional costs associated with business and service providers to implement the required
changes.

3. Overcoming resistance from businesses, service providers, and lobbyists who may view
the policy as overly restrictive or burdensome.

Key assumptions, risks, and success factors:

1. Assumptions include: Companies ability to develop the needed technology. Government
ability to regulate and enforce the policy.

2. Risks include: Potential data breaches from DPIA (Cambridge Analytica), Overegulation
might impact users experience, misinterpretation of guidelines.

3. Success factors: Education of parents and children on the updated policy, communication
between the Working Group and the service providers.

Evaluation of Policy Effectiveness over time

The effectiveness can be evaluated using quantitative indicators such as: number of reported
breaches, compliance rates, and number of children negatively affected by the Internet.
Qualitative indicators include: user feedback, and evaluations of the policy impacts. Both need a
regular assessment, to help update the policy and remain effective.



Understanding Internet Usage among Children

Children are Vulnerable

It is important to explain why this white paper emphasizes children's privacy rather than

addressing privacy issues across all age groups. Children lack the ability to advocate for their

own interests due to their age and cognitive capacity, necessitating our responsibility as a society

and regulatory body to protect their privacy. This notion is commonly spoken by experts in the

field. "The younger children are, the more vulnerable they are," says Dr Allen Kanner, a family

and child psychologist (Post). Children also need to have the agency to choose who they want to

become, without having algorithms predetermine and narrow down their future pathways. Shown

in a research done by The Office of the Children's Commissioner, children do not have full

understanding of the implications and future consequences of sharing their data compared to an

adult (“Who Knows What About Me?"). Hence, this paper advances distinct protections for

children’s privacy and wellbeing, to be carried out by parents, industries, governments, and

society together.

Spread of Internet

In a survey done by the American Community Survey, 95% of 3 to 18-year-olds had some

access to the Internet in 2019 (“COE - Children’s Internet Access at Home”). This finding does

not come off as a surprise, as the Internet is being integrated more into the everyday life of

children. Accelerated by covid, children now use the Internet for socializing, gaming, and most
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recently, virtual learning, forcing parents and guardians to provide children some access to the

Internet.

How do companies that provide Internet services free of charge monetize them and make

profit? Similar to traditional radio channels, these service providers offer free content to users,

which they then monetize by displaying advertisements for the highest bidder. Providers

prioritize increasing viewership and engagement from their consumers by increasing the time

spent on the website or application, and their efforts have been successful. While an increase of

screen use is observed across all age groups, the most prominent rise has occurred among

teenagers, as they spend an average of 9 hours on their screens -more than a third of their day.

(American Academy of Child and Adolescent Psychiatry).

Alongside the growth in screen time, additional troubling trends have been detected

among children and teenagers, including an increase in depression, self-harm, and eating

disorders. The CDC’s Youth Risk Behavior Survey Report showcases some of these trends, as

seen in the following table.

(Source: CDC, Youth Risk Behavior Survey Data Summary & Trends Report, 2023)
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We maintain that the correlation between the crisis of children’s mental health issues and

excessive increase in screen time has two root causes: Addictive & Manipulative Design

Techniques, and Targeted Algorithms.

Addictive & Manipulative Design Techniques

Research by the Department of Psychology of the University of Notre Dame revealed

that service providers employ a “vicious cycle involving user attention leading to powerful

dopamine-related reinforcement, which then stimulates more attention intended to achieve more

reinforcement”(Mujica et al.). Ex-employees of tech giants have spoken about exploiting the

mentioned brain mechanism to manipulate people into using their services more often and for

longer periods of time. “We took a page from Big Tobacco's playbook, working to make our

offering addictive at the outset” said Tim Kendall, Facebook’s former director of monetization

(Holmes). Further research done by experts in psychology, game engineering, and algorithms

have yielded the following results of psychological mechanisms that are designed to be

manipulative and addictive (Montag et al.):

● Endless scrolling /streaming: A technique used to display more content infinitely

without the user explicitly asking for it. Such as Youtube’s AutoPlay, and Instagram’s

infinite feed.

● Endowment effect: As users go back to the service more often; They become

emotionally attached, and it becomes harder for them to delete the application or stop

revisiting the website.
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● Social Pressure: Exerting pressure from peers to engage in the service more often, such

as the blue ticks on Whatsapp.

● Social Reward: Known as the ‘like effect’, users seek validation and instant gratification

through the number of likes, shares, and comments they receive on their posts.

These manipulative and addictive design

techniques have proven to be quite effective,

especially with children; A survey of American

teenagers aged 13-17 done by Pew Research Center

shows that while only 36% of teens think they

spend too much time on social media, 54% think it

would be either “very hard” or “somewhat hard” to

give it up (Vogels et al.).

Increased Screen Time Impacts

The impacts of increased screen time on children are overwhelmingly negative, as

leading experts in children psychology, neuroscience, and technology have expressed concerns

on the matter. Jean Twenge, a psychology professor at San Diego State University, says “the

more hours a teen uses social media, the more likely they will be depressed,” and the same goes
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for engaging in self harm (Kingson). These claims are backed up by studies done on the

relationship between increased screen time, and effects on children’s cognition: An NIH study of

12,000 participants aiming to understand media use impacts on a person's development has

yielded preliminary results showing a correlation between screen use and premature thinning of

the cerebral cortex (Paulus et al.) The cerebral cortex is the part of the brain responsible for the

high-level processes, such as intelligence, personality, decision making, and memory.

Targeted Algorithms

The second root cause is targeted algorithms, which are data-driven computational processes that

analyze users data and personal information to find trends and engagement patterns to deliver

personalized content based on their interests, behavior, and demographics. The algorithms are

designed to achieve a certain goal, which is typically to keep users engaged for longer periods of

time. Success of the algorithm is heavily based on the quality and quantity of data it is fed, which

is why more than 85% of websites use data trackers of some sort (“DuckDuckGo”). The

popularity is due to how easy and lucrative it is for websites and applications to collect data on

their users, from identifiers such as IP address and device id, to privacy information such as

search and location history, which then can be used to infer race, ethnicity, interests, and more

layered private information.

Children are a high-value target for the trackers, since they tend to share more

information and are unaware of the privacy

concerns raised by the data being collected on

them. Research conducted by a
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London-Based firm with expertise in children’s privacy showed that “by the time a child is 13,

over 72 million pieces of personal data will have been captured about them” (“SuperAwesome”).

Nature of Algorithms

Due to their nature, algorithms entail little to no human control. The design and

development of the algorithm is done by a human, but most of the algorithms rely on machine

learning, a process where the machine teaches itself without the interference of a human

(Dionysios Demetis). A thorough investigation done by journals at the Wall Street Journal shows

how corrupt the algorithms can be. Dozens of TikTok accounts were created using false identities

with different locations, genders, and preferences, but all were minors (over 13 but under 18).

The investigation showed that the algorithm suggested thousands of pieces of inappropriate

content depicting sexual violence, glorification of drugs and eating disorders. Once the account

starts liking and watching those videos, the algorithm reinforced that type of video to maximize

screen time, disregarding their nature and their potential effects on the child (French).

Algorithms also result in the creation of “filter bubbles” where the content users see are

based on the data collected about them, such as their previous click search histories, which in

turn prevents users from encountering contradicting viewpoints or topics not of their usual like

pattern (Rhodes).

Targeted Advertisements

Algorithms have found their way into advertisements, too. Instead of targeting audiences using

only demographics such as location, advertising agencies resort to Behavioral Targeting. A

technique where algorithms are able to track user’s behavior and base their ads based on the
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previous data (Academy). Enabled by invasive data collection methods , advertisers have access

to real-time data and feedback on their campaigns, such as view time of each individual user, if

they hesitated before scrolling past the ad, or if they were quick to engage.

Targeted advertisements are specifically unethical when the target audience is children, as

they are in their developmental stages and lack the ability to critically assess what they encounter

online (Casey). Several studies have concurred that children under the age of 9 are cognitively

incapable of recognizing the commercial purpose of advertising (Carter et al.). However, even

until the age of 12, are incapable of understanding the ‘selling’ and ‘persuasive’ intent of

advertisements.

Targeted advertisement Impacts on Children

A Task Force on Advertising and Children by the American Psychological Association

conducted multiple studies and researches, and reported strong associations between increases in

advertising for fast food and rates of childhood obesity, and a substantial relationship between

children viewing ads of tobacco and alcohol ads and positive attitudes toward consuming such

products (American Psychological Association). Studies have shown that increased

advertisements also increase the sense of materialism in children, which is linked to scoring

lower in UNICEF wellbeing index as well as having poorer academic performance (Garin).
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The Status Quo

Currently the only federal law governing children’s privacy in the United States is the Children’s

Online Privacy Protection Act, known as COPPA. Introduced in the Senate by Sen. Richard H.

Bryan (D-Nevada) in 1998, signed into law by President Bill Clinton in the same year, and

updated in 2013, the Act requires operators websites and apps that are directed towards children

or that have actual knowledge that children are using their services to perform a number of

responsibilities, notably:

● Obtain verifiable parental consent before the collection of information and data

● Provide parents with the ability to delete the collected data

● Post a clear and concise privacy policy

● Implement reasonable security measures to protect collected data

● Dispose data after the fulfillment of the purpose for which it was collected.

Enforcement

The enforcement of COPPA is overseen by the Federal Trade Commission (FTC). The FTC has

the authority to bring enforcement actions against operators who violate COPPA, and can seek

civil penalties of up to $43,280 per violation. The FTC has also issued a set of guidelines for

compliance with COPPA. The FTC has settled over 40 cases since COPPA was enacted, with a

$170 million fine on Google and a $520 million fine on EPIC game company being their biggest

cases (Privo).
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Problems with COPPA

While providing some level of protection for children under the age of 13, COPPA has several

shortcomings that have allowed companies to exploit children for profit. Firstly, COPPA is

outdated and unable to keep up with the rapid pace of technological advancements. COPPA

predates the invention of smartphones and social media platforms, which are now ubiquitous in

the online experiences of children. Jim Steyer, founder and chief executive of Common Sense

Media, has described COPPA as "hopelessly outdated" (Jargon). Another issue is that COPPA's

protections are limited to children under 13, leaving older children and teenagers vulnerable to

privacy violations and data breaches. In addition, COPPA only covers websites and apps that are

directed towards children or that have actual knowledge that children are using their services.

Since the seven approved methodologies for VPC are only a recommendation and not a

requirement, most services resort to using a self-declaration checkbox that incentivizes them to

not have knowledge of children’s presence on their platforms (“Verifiable Parental Consent: The

State of Play'') resulting in children's data still being collected and used by companies that are not

subject to COPPA. Self-declaration has been proven to be ineffective as research shows that over

80% of children lie about their age online to access such services (Sweny).

State Legislation

As COPPA has failed to adequately address the issue of children's online privacy and well-being,

lawmakers at the state level have taken action to fill the gap. To date, two states have enacted

their own children’s privacy laws.

9



In 2022, California passed the first-of-its-kind bipartisan Age-Appropriate Design Code

Act, which was introduced by California State Assembly members Buffy Wicks (D) and Jordan

Cunningham (R). The law takes a privacy-by-design approach, requiring companies to prioritize

the privacy and well-being of children throughout the design process, by setting default privacy

settings to the highest, minimizing data collected on children, and other policy elements. This

approach has been adopted by other states, including Maryland, Minnesota, Nevada, and New

Mexico, which have introduced similar laws in response.

On March 23, 2023, Utah’s Governor Spencer Cox, signed two Senate Bills 152, and 311,

which take a more regulatory approach. The bills were introduced in Utah's state legislature by

Rep. Brady Brammer (R), and the laws will go into effect on January 1, 2024.

The bill requires social media platforms to:

● Verify the age of all users, and require Parental Consent for children;

● Give parents full access to their children’s accounts;

● Create a default curfew setting that blocks access overnight;

● Ban data collection and targeted algorithms.

The efforts of state legislators to address the issue of children's privacy are certainly

well-intended, but the state legislation carries unintended consequences. With each state

proposing its own policy for children’s privacy, the result will be a patchwork of potentially 50

different laws that will create confusion and compliance problems for companies and individuals

operating across state lines, thus likely producing costly litigation.

Also, some of the bills (both passed and proposed), have been met with heavy criticism

from both civil rights groups and tech industry representatives. According to Ari Cohn, a lawyer
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for TechFreedom, the new bills passed in Utah violate the First Amendment's right to free speech

and pose a threat to the Internet's integrity (Alberty). The TechFreedom letter also notes that the

Supreme Court has previously invalidated less sweeping laws in the past three decades that

restrict minors' access to speech via social media. Moreover, the requirement for social media

companies to obtain parental consent has also been criticized as a potential cause for exclusion,

particularly for marginalized children whose parents may not be willing or able to give consent

(Singh). Finally, not all states have the same resources to be dedicated for the enforcement and

implementation of children’s privacy laws. A potential outcome is children in states with lower

resources having less privacy and protection than those in more wealthy states.

Therefore, a federal policy option must be proposed to protect children's privacy across

the nation, while balancing the benefits of advancing technology. Each policy option should be

thoroughly explored, including benefit-cost analysis and tradeoffs to determine the best solution.
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Policy Options

Public Awareness and Educational Campaigns

According to a 2020 survey by Pew

Research Center, only 28% of parents say they

are very confident in their ability to teach their

child how to behave online safely and

responsibly (Auxier et al.). A similar study the Reboot Foundation found that while many

children today may be considered "digital natives," they lack critical digital literacy skills,

including the ability to distinguish between credible and fake online information (Strauss).

Raising awareness through educational campaigns is a policy option designed to promote

responsible digital citizenship among children and young people. This solution emphasizes the

importance of fostering digital literacy skills and critical thinking among children, while parents

are informed on how to monitor their children's online activity and set healthy boundaries. By

doing so, children will be able to identify potential dangers online, avoid risky behavior, and

seek help when necessary.

A potential implementation of this solution is to develop a curriculum for students that

can be given at different milestones in schools, this has been done before and can be modeled

after Common Sense’s Digital Citizenship Curriculum. Over a million teachers use their

12



curriculum worldwide, and according to a national survey of teachers. Specifically 69% of

teachers reported that their students were more knowledgeable about how to protect their online

privacy (Carrie et al.).

The solution would result in beneficial long-term effects on both children and parents, as

this will help individuals protect themselves even if the service providers do not have their

wellbeing as a priority. Additionally, the nature of the solution requires minimal regulation from

the government, and would have low monetary costs compared to more technical solutions.

Similar efforts have been made in the context of tobacco use by children. For example, the

"Truth" campaign launched by the American Legacy Foundation in 2000 aimed to raise

awareness about the harmful effects of smoking and the manipulative tactics used by the tobacco

industry. It resulted in keeping over 450,000 teenagers from starting to smoke and saved over $2

billion in health costs in its first 4 years (“Truth Campaign”).

While the policy can be effective, there are also potential drawbacks to consider. Firstly,

these campaigns may not be accessible to all children due to a lack of resources and funding,

leaving marginalized communities at a disadvantage (Smedley et al.). Moreover, the solution

may take time to have an impact, the curriculum would require frequent updates to maintain pace

with advancing technologies, resulting in significant maintenance costs. Finally, service

providers may still use addictive and manipulative design techniques that can undermine the

effectiveness of educational campaigns.

This policy option offers a promising long-term approach to promoting safe and

responsible online behavior. However, it does not address systemic privacy concerns like
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unconsented data collection and targeted content and advertisements. Nonetheless, it is an

important step towards long-term policy solutions.

Age verification

Age verification as a policy option seeks to prevent children from accessing services that

might contain inappropriate content, through the process of verifying each user’s age before

getting access to the service. Age-restricted content ranges from pornography to harmful content

such as videos promoting drug use or eating disorders. By its nature, this solution would require

every person to verify their age to distinguish between children and adults.

The mechanism of implementation has been a topic of discussion for years, and a recent

example would be Loiusiana’s Act no. 142, requiring age verification for accessing pornographic

websites. The Bill was introduced by Rep. Mark Wright (R) in 2022, passed by the Louisiana

State Legislature, signed into law by Governor John Bel Edwards (D) on May 23, and went into

effect on January 1, 2023 . The bill requires commercial pornography websites to implement age

verification systems that prevent access to users who are under the age of 18. To comply with the

law, commercial pornography websites must either use a third-party age verification service or

implement their own system. Websites that fail to comply with the law can be fined up to

$10,000 per violation.

A similar solution can be implemented with a wider range of services, such as social

media platforms, which have proven to promote inappropriate content for children resulting in

increased screen time and worsening wellbeing. The solution would benefit children by

preventing them from accessing content that might be harmful for them. A survey by
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CommonSense Media in 2022 showed that 58% of children have come across pornography

accidentally (Robb).

Additionally, age verification

can help enforce data

collection regulations that are

being ignored by websites

benefiting from not having

‘actual knowledge’ of children among their users .

However, the solution has several potential costs and drawbacks that must be considered.

Firstly, implementing age verification mechanisms or seeking third-party tools is an added cost

that could be challenging for smaller platforms. Additionally, an unintended consequence of the

policy would be children resorting to alternative ways to access the content, such as Fake IDs.

Another potential drawback is the potential use for censorship, raising constitutional issues as

seen with Utah’s law, with free speech lawyers such as Ari Cohn observing that the bills would

"violate the First Amendment and threaten to fragment the Internet" (Habeshian). Finally, the

policy would require individuals to provide personal information, such as IDs, which could lead

to privacy and security risks. Hackers could potentially gain access to this information and use it

for nefarious purposes, such as identity theft. According to a study done by Javelin Strategy, in

2017 more than one million children were victims of identity fraud, with the digital world being

the main area of occurrence (Pascaul and Marchini).

Age verification is a complex policy option that requires a balance between privacy

protection and potential tradeoffs. While it can help mitigate the risks of children being exposed
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to inappropriate content and enhance their online privacy and security, it may come at the

expense of free speech and the unintended consequences of children seeking alternative ways to

access inappropriate content.

Banning targeted algorithms

Banning targeted algorithms for minors is a policy option that seeks to protect children's

privacy and prevent the manipulation of their behavior by service providers and advertisers. This

policy option would prohibit the use of algorithms that are designed to target children for

advertising, content recommendations, or other purposes. By doing so, children will be less

likely to be exposed to inappropriate content with the goal of increasing their screen time, as well

as prevent the manipulation done by targeted advertisement that exploits the vulnerability of

children.

Previously proposed legislation has explored the possibility of such a solution, such as

the Minnesota House File 3724 introduced by Rep. Peter Fischer (D) in 2022. If enacted, the bill

would require social media platforms to provide users under the age of 18 with the option to

disable algorithmic recommendations and suggestions. By implementing this policy, companies

would have to rely on more general advertising based on context instead of engagement and

behavior. The platforms would also have to establish procedures to verify the age of users and

disable the use of algorithms for users who identify as minors .

The solution brings a multitude of benefits for children, as the ban of targeted algorithms

will force companies to rely on contextual advertisement which is more general and less invasive

than behavior based one. By doing so, manipulation of children for profits by advertising
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agencies and political actors will be reduced, giving children more agency and freedom to

choose who they want to be. Additionally, targeted content is one of the main techniques service

providers are exploiting children’s dopamine cycles by re-enforcing them to give attention to feel

happy and satisfied. By banning it completely, this would restore some balance to how children

experience joy and happiness, making it less addictive. Finally, previously mentioned

phenomena of ‘echo chambers’ and ‘filter bubbles’ will be immensely reduced by giving

children content that is not based on what they would like the most, and instead views from

different perspectives and ideologies.

While banning targeted algorithms for minors may seem like a good solution to prevent

exposure to harmful content, it has some potential drawbacks. Firstly, the ban could negatively

impact smaller websites that rely heavily on ad revenue. These sites would lose out on the ability

to target ads to specific users based on their interests and behaviors, resulting in a loss of

revenue, as well as a decline in the quality of advertisements. However, there are concerns that

the ban could violate the First Amendment, as it may be seen as a restriction on commercial

speech. In a case related to a similar law in Vermont, a judge ruled that "targeted ads are a form

of protected speech" (Brodkin). Therefore, a ban on targeted algorithms for minors would most

certainly face successful legal challenges. Finally, algorithms are not all used with malicious

intent, as sorting done by search engines, for example, helps researchers find information easier

and more efficiently, which would also have to be limited due to the broad definition a policy

like this would entail.

Banning targeted algorithms for minors is a potentially effective policy option that seeks

to protect children's privacy and prevent manipulation. However, it may negatively impact
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smaller websites reliant on ad revenue, face legal and constitutional challenges, and limit the

potential for useful algorithms. Despite the concerns raised, banning targeted algorithms for

minors is an important policy option that should be thoroughly examined for its potential benefits

and drawbacks.
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Proposed Policy

Age-Appropriate Design Code (AADC)

While most policy options aim to regulate how children’s data is used online, the

complexity of the problem and its underlying causes requires a more comprehensive solution,

one that fundamentally addresses the way children experience a digital world that was not

designed with their best interests in mind. The Age-Appropriate Design Code (AADC)

developed in the United Kingdom in 2019, and adopted in California in 2022, is a

forward-thinking policy that addresses the need to protect children’s privacy not from the

Internet, but within it. The code consists of a set of guidelines and standards that covered entities

must follow to ensure the unique needs and vulnerabilities of children are met throughout the

entire lifecycle of the product or service. While we used the enacted California Bill as a model,

we acknowledge the need to implement modifications to some elements to address certain

limitations, and for the policy to be more manageable at the federal level.
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The Core Elements of the AADC

● Increase the coverage to include services likely to be accessed by children under 18.

● Require covered entities to implement a privacy by design approach that takes the

children’s best interests in consideration.

● Require covered entities to balance the confidence of age estimation appropriately

to the risks arising from the data practices

● Require covered entities to conduct a Data Protection Impact Assessment (DPIA) before

releasing a feature to the public.

● Require covered entities to provide concise, clear, and easy to understand privacy policies

● Establish a Data Protection Working Group tasked with recommending best practices,

and providing implementation guidance for covered entities.

Covered Entities & Scope

Children are defined as consumers under 18 years of age for the AADC which differs

from COPPA (age 13). This change recognizes that older children might not have the same level

of maturity or decision-making capacity as adults, making them more vulnerable to online harms

and privacy violations. This is supported by different researchers, such as the American

Psychological Association and its research on the maturity of adolescents.
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(Source: American Psychologist, 2009)

As we can see significant differences were found between 16-17 year olds and those 22

and older, and between 18-21 year olds and those 26 and older. So, we can conclude that

increasing the range protects children under 18, because they are also a vulnerable group.

COPPA applies to firms that have actual knowledge of the collection of personal

information from children. This may incentivize ignorance as over 80% of children lie about

their age on social media. In contrast, the AADC does not mention actual knowledge but focuses

on the likelihood of children accessing the online service, product, or feature based on indicators

such as; a significant amount of the audience is determined to be children, the platforms have

design elements known to be interest of children, the content are directed to children.

Privacy By Design

Covered entities must prioritize children's well-being and privacy throughout the entire

lifecycle of their products or services, beginning with the design phase. The (AADC) establishes
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a set of standards and practices that must be implemented, such as setting default privacy settings

to the 'highest level'. Since most children tend to accept preselected options, covered entities

need to ensure that privacy settings for personal data not essential for the core service are set to

'do not share', unless the child decides otherwise.

AADC also mandates that entities enhance their data management practices by limiting

data collection from children to only what is absolutely necessary for providing the core service

and deleting the data once its intended purpose has been served. Entities are prohibited from

sharing children's data with third parties unless it is demonstrated that such sharing is necessary

for the service's operation.

Lastly, entities are prohibited from using children's data in ways that could be detrimental

to their well-being. This can be achieved by staying informed about industry standards and

practices, as well as any research findings on harmful data usage. For instance, profiling children

for targeted marketing purposes has been shown to negatively impact their mental health.

Risk-Based Age Estimation

While the AADC expands the age range to include children under 18, this alone does not

resolve the issue of determining a user's age. Self-declaration methods have proven to be

insufficient, while age-verification methods pose greater privacy risks when implemented across

all covered services. Consequently, the AADC requires companies to establish users' ages with a

level of certainty appropriate to the risks posed by processing children’s personal data, or to

provide heightened privacy protections for all users.
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The risk-based approach grants covered entities flexibility in selecting age estimation

methods, but these must be proportionate to the potential harms to children resulting from the

service in question. After assessing the risks to children that may arise from personal data

processing, a confidence level must be met to ensure that if the user is a child, specific

protections are implemented. Self-declaration may suffice for low-risk situations, while artificial

intelligence or age-verification services might be necessary for higher-risk cases.

The AADC considers the inherent risk of age estimation, which involves collecting and

processing more user data. That is why companies would be prohibited from using data gathered

for age estimation purposes for other reasons. Lastly, while the California AADC requires

companies to consider five different age groups for children, we recognize that this may be

challenging for companies to implement initially and could pose an implementation obstacle.

Therefore, we suggest simplifying the approach by defining a child as a consumer under the age

of 18.

The Role of DPIA under the ADCA

The AADC requires covered entities to conduct a Data Protection Impact Assessment

(DPIA). DPIA refers to a system created to identify risks related to the processing of personal

data and to take measures to reduce them. There are key elements for processes such as;

identifying the need for a DPIA, describing the processing, considering consultation, among

others. However, under California Code there are problems with the DPIA system, such as

potential ineffectiveness due to lack of experience or knowledge in data privacy, and inadequate

follow-up on privacy risks. For example, in the Cambridge Analytica case, Facebook conducted
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a DPIA but did not properly react to the results, leading to a privacy violation and subsequent

fine of 5 billion dollars. Despite being a relatively new system implemented in 2018, these issues

can be addressed through training and development initiatives for staff conducting DPIAs,

including instruction on privacy laws, threat assessment methods, and best practices.

Under our proposal, organizations must ensure they have a clear mechanism for

following up on the results and suggestions of the DPIA to address the issue of insufficient

measures to limit privacy risks. This may involve establishing a time limit for putting any

required updates or modifications into action, appointing someone to monitor the implementation

procedure, and carrying out routine evaluations to make sure the privacy concerns have been

adequately reduced. Nevertheless, it is important to notice that this would be a long-term

solution.

Transparency Requirement

Under the AADC, firms are subject to a Transparency Requirement. This means that

organizations must have concise, clear, and easy-to-understand policies regarding their data

collection. It also requires organizations to provide parents with the option to review and delete

the information collected about their children, giving parents better access to the data collected

about their kids. Lastly, this information and options must be presented in an easy-to-access way

and should be displayed prominently.

One way for organizations to comply with the AADC transparency requirement is by

providing all privacy notices in clear language that children can understand, taking into

consideration age groups. This promotes children's awareness of their privacy rights and prevents
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unintended data collection. However, measuring effectiveness may be challenging due to varying

language abilities of different age groups and costly. Children's language under 18 varies

according to their age. Children between 4- and 7-years old use simpler sentences and less

complex vocabulary compared to those between the ages of 8 and 11, and the same pattern

applies to teenagers and younger children (Pediatrics in Review, 2019). That is why we proposed

using a neutral and easy language that even children under 13 can understand, as older children

would still comprehend it. Utilizing a unified language for privacy notices would be more

effective than designing specific language for different age groups and reduce the cost for such

designs.

The Children's Data Protection Working Group

The AADC establishes the Children's Data Protection Working Group to develop privacy

guidelines, standards, and information for protecting children's online privacy. The group's

responsibilities include identifying online features and services commonly used by children and

creating age verification procedures to reduce online risks. The group also addresses terminology

in privacy regulations and policies that are easy for kids to understand. However, under

California Code only 10 people from this state carry out this process which leads to greater

challenges for them to catch up with the complexity of legislation, rapid technological

development, and potential impact on innovation and internet services for children may need to

be addressed.
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(Source: How technology has changed the world to work, World Economic Forum, 2018)

At a federal level the Working Group would consist of more than 10 people from

different states if possible at least one of each of them with expertises on technological,

educational, privacy, psychological fields, among others. Also, establishing a process for regular

reviews and updates of regulations is one way to overcome the potential drawback of the

California Children's Data Protection Working Group being too slow to catch up with fast

evolving technology. This can include setting a schedule for regular evaluations of the laws and

rules to make sure they continue to be applicable and efficient in safeguarding children's online

privacy in the face of developing technology.

The Children's Data Protection Working Group might not have the resources necessary to

update rules and regulations since it could take a long time. However, it is important to apply this

proposed solution regularly so the Working Group can catch up with fast evolving technology at

a similar rate.
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Enforcement of AADC

Violations to the California Age-Appropriate Design Code Act (ADCA) detected by the

working group would be fined. The fine is dependent on how many children are affected by the

violation of terms and varies depending on whether it was intentional or a matter of negligence.

Intentional fines cost $7,500 USD per child, while unintentional fines cost $2,500 USD per child.

The purpose of the law is to establish the magnitude of penalties in case of violations and hold

companies and organizations accountable for any harm caused to minors. This will ensure that

online platforms prioritize the safety and privacy of children, promoting responsible behavior in

the industry.

The standardized fines established by the ADCA may not fully account for the varying

levels of harm caused by different violations to children. While the fines serve as a deterrent and

promote compliance with the law, they may not be adequate to address the more severe harm

caused by some violations. Moreover, the standardized fines do not consider the size or financial

capacity of the organization or company responsible for the violation. The policy may be

effective in protecting children from websites where the creator company cannot afford to pay

the fines, but large corporations may be willing to challenge the law and even violate the policy

to some extent if it is profitable for them. Therefore, it may be necessary to explore alternative

approaches to enforce the ADCA, such as imposing more flexible fines that take into account the

severity of the violation and the financial capacity of the organization.
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Policy Evaluation

Key Assumptions

One key assumption for implementing AADC as a federal law is that the government has

the necessary technology infrastructure, and resources for national level enforcement. This

includes enforcing privacy settings, verifying compliance with design standards and conducting

audits. It also assumes the government's ability to adapt and evolve its technology capabilities

over time.

Risks & Unintended Consequences

A risk associated with the Working Group is potential misinterpretation of their

guidelines and standards. Despite companies' well-intended actions towards compliance, there

may be a risk of misunderstanding or misinterpretation of the recommendations, leading to

failure in full compliance. Failure to comply with the regulations or guidelines set by the

Working Group could result in penalties ranging from $2.2 million to $39.22 million

(Globalscape).

A potential unintended consequence of conducting a Data Protection Impact Assessment

(DPIA) is increased data breach risk. During the DPIA process, when sensitive data is collected

and analyzed, data breaches may occur if proper security measures are not in place. This could

lead to unauthorized access and potential harm to individuals and organizations, as exemplified

by the Cambridge Analytica issue.
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Complying with the AADC as a federal law may impact user experience. Changes to

design or content, or to meet regulations could affect usability, functionality, and enjoyment for

all users. These restrictions on age-inappropriate content may result in limitations or

modifications to the user experience, potentially affecting satisfaction, engagement, and

retention. Balancing design elements to adhere to the AADC may require careful consideration

to maintain a positive user experience.

Implementation challenges & barriers

Implementing this policy as a federal law presents challenges for businesses, especially

small enterprises, due to financial costs associated with compliance. Changes to data collection

practices, consent mechanisms, and privacy policies may be required, along with potential

impacts on business processes, resource allocation, and revenue streams. Ensuring compliance

without disproportionate burdens may require careful planning and support mechanisms.

Implementing the Age-Appropriate Design Code as a federal law may face challenges

due to legal and regulatory complexities. This includes interpretation and alignment with existing

privacy laws, coordination with stakeholders, and potential conflicts with other regulations. For

instance, there may be discrepancies between the Age-Appropriate Design Code's age definition

(under 18) and other laws like COPPA (under 13). Complying with diverse requirements and

aligning with other laws can complicate the implementation process. Careful consideration and

addressing of these challenges may be necessary for effective implementation of the

Age-Appropriate Design Code as a federal law.
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A potential challenge implication of age-appropriate design code as a federal law could

be legal pushback from service providers resisting the policy to protect their profits. This may

involve challenging regulations, seeking exemptions, or pushing for changes that could weaken

or delay implementation. Such legal challenges could create obstacles and delays in enforcing

the policy, potentially impacting the intended outcomes of protecting children's well-being and

online safety.

Success Factors

Successful implementation of age-appropriate design code as a federal law relies on

collaboration and compliance among developers, service providers, and stakeholders. It assumes

effective enforcement mechanisms, such as penalties or fines, for non-compliance. Collaboration

is crucial for aligning digital products and services with design standards, and compliance is

essential for protecting children online.
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Moving forward with the AADC

Upon the implementation of the policy, an evaluation strategy is essential to assess and

track its effectiveness and implications, particularly in the face of rapid technological

advancements and ever-changing trends. The policy's success can be measured through

quantitative indicators, such as a decline in mental health issues among children, and an

improvement in their overall well-being and privacy. Qualitative indicators, on the other hand,

encompass annual reports from the Working Group, as well as feedback from parents and

children themselves.

A continuous review and adjustment of the key performance indicators is necessary to

ensure a thorough evaluation, taking into account recent advances and shifting trends in the

online environment to. This continuous assessment can point up areas for enhancement and make

sure the policy continues to be effective in defending children's online rights and safety.

As technology continues to intertwine with every aspect of our lives, the urgency of

protecting children’s online privacy cannot be overstated. The Age-Appropriate Design Code

presents a novel approach that targets the very foundation of the Internet and tackles the problem

at its roots.While corporations reap enormous profits, more and more children are suffering from

depression and attempting to take their own lives. If we hesitate to implement safeguards for

children’s privacy, then we are essentially surrendering our children’s wellbeing and future to

those who seek to exploit it for profits.
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